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# 1. Introduction

The purpose of this Shiny Dashboard is to create an updated and interactive version of the Piface Java applet created by Russell V. Lenth *CITATION*. The ability to use interactive sliders and text boxes allows the user to see in real time how certain inputs, e.g. significance level or power, affect outputs, e.g. sample size or power. This will not only provide answers, but also provide education to the user about co-dependencies of the inputs and outputs.

## 1.1 R and R Studio

This Shiny Dashboard is programmed using R version 3.2.2 and RStudio version 0.99.489. Four packages, besides the base packages included in R, are used for dashboard setup and for statistical calculations.

## 1.2 Packages

### 1.2.1 [shiny](https://cran.r-project.org/web/packages/shiny/shiny.pdf)

The shiny package in R "Makes it incredibly easy to build interactive web applications with R."*CITATION (URL above)* It uses R functions to create HTML code for a web page. There are various different input, display, and settings options that can be customized all within the same shiny application.

### 1.2.2 [shinydashboard](https://cran.r-project.org/web/packages/shinydashboard/shinydashboard.pdf)

The shinydashboard package expands beyond the shiny package to add themes to the dashboard for a more attractive look.

### 1.2.3 [pwr](https://cran.rstudio.com/web/packages/pwr/pwr.pdf)

The pwr package calculates power and sample sizes for various different situations using Cohen *1980* as a basis for the calculations. In this dashboard, the pwr package is used for the calculations of the One Sample Mean, One Sample Proportion, Two Sample Means, and Two Sample Proportions tabs.

### 1.2.4 [gsDesign](https://cran.r-project.org/web/packages/gsDesign/gsDesign.pdf)

The gsDesign package is used for power and sample size calculations of time to event studies. Specifically, it incorporates factors targeting the time component that is common these types of studies.

# 2. Using the Application

The first thing to choose is which tab to use with each representing a different situation. After the tab selection, the selection of what to solve for is the next step. All of the tabs have a selectizeInput located at the top of the dashboard page.

The selectizeInput as seen above is used by all of the tabs in order choose what is to be solved for.The example above is specifcally used for the one-sample mean and one-sample proportion scenarios while the other tabs do not have the precision selection. The rest of the dashboard page will then update based on what is selected.

The setup of each of the tabs is very similar with only the specific inputs being slightly different. The One Sample Mean, One Sample Proportion, Two Sample Means, and Two Sample Proportions tabs are all set up with study information on the left-hand panel and calculation information as well as the calculation itself on the right-hand panel. The Time to Event tab is slightly different in that the study information in on the left-hand panel, population information in on the middle panel, and the calculation information and the calculation itself on the right-hand panel. For all of the tabs, the calculation is outlined in green as seen below.

Within the tabs, there are text, slider, and selector inputs. Each numeric variable has both a text box and a slider that can be manipulated. Updating either of them will have the same effect and will automatically be updated once the other is manipulated. The calculations will be performed immediately after an input is manipulated. It should be noted that although the calculated variable text box and slider can be manipulated, it will not cause any new calculations to be performed.

# 3. Application Tabs

## 3.1 One Sample Mean

### 3.1.1 Parameters

* Mean - The mean of the target population
* True Mean - The mean of the reference population
* Standard Deviation - The standard deviation of the measure for the target population
* Sample Size - The sample size of the target population
* Significance Level - The probability of incorrectly rejecting a true null hypothesis
* Power - The probability of correctly rejecting a false null hypothesis
* Precision - The distance in one direction of the confidence interval from the mean
* Confidence Interval - The interval in which the mean is likely to fall within

### 3.1.2 Use of Parameters

Sample size, power, precision, and confidence interval are all parameters that can be calculated, while sample size and power are parameters that can be used as input parameters for calculations. All of the other parameters can be changed and manipulated resulting in different values for sample size, power, or precision.

### 3.1.3 Statistical Explanation

The one sample mean scenario looks to compare a sample mean and standard deviation to a known population mean in a two-sided comparison. The null and alternative hypothesese are and respectively, where is the sample mean, is the known population mean that the sample mean is being compared to. In order to compare the two means, the Student's -Test can be used:

where, and are defined as above, is the sample standard deviation, is the sample size, and is the t-value from the -distribution with degrees of fredom. The importance of the -test is that it standardizes the raw effect size, by dividing by the standard deviation of the population. Cohen (1988) defined this standardization, , as the Effect Size Index (ESI). Due to the fact that the sample size, , is unknown for the scenario of solving for the sample size, the -distribution can be estimated using the -distribution since as n gets larger. Thus, the -distribution will be used throughout this scenario.

**Power:** The power of a study is defined as the probability of correctly rejecting the null hypothesis, when the alternative hypothesis, , is true. This can be expressed as the probability that the -score, , is more extreme than the standard normal value for a given significance level.

Where is the target mean, is the reference mean, is the true mean of the targeted population, denotes the Standard Normal quantile function, is the significance level, is the standard deviation of the targeted population, is sample size of the targeted population, and denotes the Standard Normal distribution function.

**Sample Size:** The sample size can be defined as the number of observations needed in order for the equation above to equate to a given power. With this idea in mind, the equation can be manipulated to solve for the samle size instead of the power. The sample size can be calculated by solving the following equation for a given power:

**Precision:** The precision of an estimate is typically defined by the width of its confidence interval. A smaller margin of error implies more precision and vice versa. The margin of error is simply and the confidence interval for a value, is . Thus the confidence interval for a value, is

### 3.1.4 Example

**Solving for Sample Size:** A study is being performed to examine the heart rates of people after having walked for 5 minutes. Heart rate is a measurement that can be summarized using the mean. Say it is known that the average resting heart rate is 70 beats per minute. The goal of the study is to determine if the heart rate of participants having walked for 5 minutes is different than an average resting heart rate. The researches performed a pilot study and have data about the mean and standard deviation of the heart rate, say 72 and 5 respectively. They decide that they want their study to be based on a significance level of 0.05 with 80% power. The researches want to know how large of a sample they will need to determine participants walking for 5 minutes have a different heart rate than the resting heart rate of an average person.

The researches would use the following values to determine what they need:

* Mean = 72
* True Mean = 70
* Standard Deviation = 5
* Significance Level = 0.05
* Power = 0.8

With the values put in by the researchers, they would find that a sample of 51 participants would be required.

**Solving for Power:** Instead of determining how large of a sample the researches would need before they performed the study, they decided to just collect the data now and determine later how much power they would have later. They were able to record heart rates after walking 5 minutes for 25 participants and found a mean of 72 and a standard deviation of 5. They still require a significance level of 0.05. The researchers want to know how much power their study has.

The researchers would use the following values to determine what they need:

* Mean = 72
* True Mean = 70
* Standard Deviation = 5
* Significance Level = 0.05
* Sample Size = 25

With the values put in by the researches, they would find that their study has 48% power.

**Solving for Precision:** The researchers are now trying to report their findings from the study and would like to present a 95% confidence interval for the mean heart rate after walking for 5 minutes. The researches want to know how precise their measure is.

The researchers would use the following values to determine what they need:

* Mean = 72
* Standard Deviation = 5
* Significance Level = 0.05
* Sample Size = 25

With the values put in by the researches, they would find that their measure has a precision of 1.96 resulting in a 95% confidence interval of 70.04 to 73.96.

## 3.2 One Sample Proportion

### 3.2.1 Parameters

* Proportion - The proportion affected in the target population
* True Proportion - The proportion affected in the reference population
* Sample Size - The sample size of the target population
* Significance Level - The probability of incorrectly rejecting a true null hypothesis
* Power - The probability of correctly rejecting a false null hypothesis
* Precision - The distance in one direction of the confidence interval from the mean
* Confidence Interval - The interval in which the mean is likely to fall within

### 3.2.2 Use of Parameters

Sample size, power, precision, and confidence interval are all parameters that can be calculated, while sample size and power are parameters that can be used as input parameters for calculations. All of the other parameters can be changed and manipulated resulting in different values for sample size, power, or precision.

### 3.2.3 Statistical Explanation

The one sample proportion scenario looks to compare a sample proportion to a known population proportion in a two-sided comparison. The null and alternative hypothesese are and respectively, where is the target proportion, is the known population proportion that the target proportion is being compared to. In order to compare the two proportions, the Student's -Test can be used:

where, and are defined as above, is the true proportion from the target population, is the sample size, and is the t-value from the -distribution with degrees of fredom. Due to the fact that the sample size, , is unknown for the scenario of solving for the sample size, the -distribution can be estimated using the -distribution since as n gets larger. Thus, the -distribution will be used throughout this scenario.

**Power:** The power of a study is defined as the probability of correctly rejecting the null hypothesis, when the alternative hypothesis, , is true. This can be expressed as the probability that the -score, , is more extreme than the standard normal value for a given significance level.

Where is the target proportion, is the reference proportion, is the true proportion of the target population, denotes the Standard Normal quantile function, is the significance level, is sample size of the target population, and denotes the Standard Normal distribution function.

**Sample Size:** The sample size can be defined as the number of observations needed in order for the equation above to equate to a given power. With this idea in mind, the equation can be manipulated to solve for the samle size instead of the power. The sample size can be calculated by solving the following equation for a given power:

### 3.2.4 Example

**Solving for Sample Size:** A study is being performed to examine the effect of a new drug on treating headaches. Previous research has shown that the drug that is considered industry standard eases headaches in 60% of people. The goal of this study is to compare this new drug's effect on easing headaches to the industry standard. The researches have reason to believe that their new drug helps to ease headaches in 70% of people. They decide that they want their study to be based on a significance level of 0.05 with 80% power. The researches want to know how large of a sample they will need to determine the proportion affected by their new drug is different than the proportion of participants affected by the industry standard.

The researches would use the following values to determine what they need:

* Proportion: 0.7
* True Proportion: 0.6
* Significance Level = 0.05
* Power = 0.8

With the values put in by the researchers, they would find that a sample of 178 participants would be required.

**Solving for Power:** Instead of determining how large of a sample the researches would need before they performed the study, they decided to just collect the data now and determine later how much power they would have later. They were able to collect data for 100 participants and found that 70% of them had their headaches eased. They still require a significance level of 0.05. The researches want to know how much power their study has.

The researchers would use the following values to determine what they need:

* Proportion = 0.7
* True Proportion = 0.6
* Significance Level = 0.05
* Sample Size = 100

With the values put in by the researches, they would find that their study has 56% power.

**Solving for Precision:** The researchers are now trying to report their findings from the study and would like to present a 95% confidence interval for the proportion of participants affected by their new drug. The researches want to know how precise their measure is.

The researchers would use the following values to determine what they need:

* Proportion = 0.7
* Significance Level = 0.05
* Sample Size = 100

With the values put in by the researches, they would find that their measure has a precision of 1.96 resulting in a 95% confidence interval of 70.04 to 73.96.

## 3.3 Two Sample Means

### 3.3.1 Parameters

* Mean One - The mean of the first population
* Sample Size One - The sample size of the first population
* Mean Two - The mean of the second population
* Sample Size Two - The sample size of the second population
* Standard Deviation - The standard deviation of the measure for the target population
* Significance Level - The probability of incorrectly rejecting a true null hypothesis
* Power - The probability of correctly rejecting a false null hypothesis

### 3.3.2 Use of Parameters

Sample size and power are both parameters that can be calculated or used as input parameters for calculations. All of the other parameters can be changed and manipulated resulting in different values for sample size or power.

### 3.3.3 Statistical Explanation

The two sample mean scenario looks to compare a mean from one sample to an expected mean from another sample that are both part of a larger population in a two-sided comparison. It is assumed in this scenario that the variances between the two samples are equal. The null and alternative hypotheses are and respectively, where is the mean from sample one, is the expected mean from sample two. In order to copmare the two means, the Student's -Test can be used:

where is the sample mean from population 1, is the mean of population 2, is the sample standard deviation, since there are two samples in this scenario, represents the harmonic mean of the two sample size as defined by Cohen (1988) (), and is the -value from the -distribution with degrees of fredom. The importance of the -test is that it standardizes the raw effect size between the means by dividing by the standard deviation of the population. Cohen (1988) defined this standardization, , as the effect size index (ESI). Due to the fact that the sample size, , is unknown for this situation, the -distribution will be estimated using the -distribution as as gets larger.

**Power:** The power of a study is the probability of correctly rejecting the null hypothesis, in this case that . Given that the -distribution is being used to estimate the -distribution, this can be expressed as the probability that the -score, , is more extreme than the standard normal value for a given significance level.

Where is the sample mean for population one, is the mean of population two, is the true mean of population one, denotes the Standard Normal quantile function, is the significance level, is the standard deviation of the targeted population, is the harmonic mean of the sample sizes, and denotes the Standard Normal distribution function.

**Sample Size:** The sample size can be defined as the number of observations needed in order for the equation above to equate to a given power. With this idea in mind, the equation can be manipulated to solve for the samle size instead of the power. The sample size can be calculated by solving the following equation for a given power:

### 3.3.4 Example

**Solving for Sample Size:** A study is being performed to examine the resting hear rates of both men and women. The researchers were able to recruit 30 men to particpate in the study and now need to determine how many women are needed to recuit in order to have sufficient power. They decide that they want their study to be based on a significance level of 0.05 with 80% power. They performed a pilot study that found the average male resting heart rate was 70 while the average female heart rate was 75. The standard deviation for the resting heart rate was found to be 7. The researches want to know how large of a sample of women is needed to be able to determine if there is a difference between the two genders.

The researches would use the following values to determine what they need:

* Mean One = 70
* Sample Size One = 30
* Mean Two = 75
* Standard Deviation = 7
* Significance Level = 0.05
* Power = 0.8

With the values put in by the researchers, they would find that a sample of 34 women would be required.

**Solving for Power:** The research decided, for ease, to recruit just as many women as they had men. Thus, the study obtained resting heart rate data for 30 men and 30 women. The resting heart rate measurement had a standard deviation of 7. They still require a significance level of 0.05. The researches want to know how much power their study has.

The researchers would use the following values to determine what they need:

* Mean One = 70
* Sample Size One = 30
* Mean Two = 75
* Sample Size Two = 30
* Standard Deviation = 7
* Significance Level = 0.05

With the values put in by the researches, they would find that their study has 78% power.

## 3.4 Two Sample Proportions

### 3.4.1 Parameters

* Proportion One - The proportion affected in population one
* Sample Size One - The sample size of population one
* Proportion Two - The proportion affected in population two
* Sample Size Two - The sample size of population two
* Significance Level - The probability of incorrectly rejecting a true null hypothesis
* Power - The probability of correctly rejecting a false null hypothesis

### 3.4.2 Use of Parameters

Sample size and power are both parameters that can be calculated or used as input parameters for calculations. All of the other parameters can be changed and manipulated resulting in different values for sample size or power.

### 3.4.3 Statistical Explanation

The two-sample proportion scenario looks to one proportion from a targeted sample to the proportion of a reference sample.The null and alternative hypotheses are and respectively,where is the proportion from the targeted sample and is the proportion from the reference sample. A -test can be used to compare the two proportions:

where is the proportion from group , is the sample size from group , and is the -score from the -distribution.

**Power:** The power of a study is the probability of correctly rejecting the null hypothesis, . This can be expressed as the probability that the -score, , is more extreme than the standard normal value for a given significance level.

where is the proportion from the target sample, is the proportion from the reference sample, is the true proportion from the target sample, is the sample size from the target sample, is the sample size from the reference sample, is the significance level, denotes the Standard Normal quantile function, and denotes the Standard Normal distribution function.

**Sample Size:** The sample size can be defined as the number of observations needed in order for the equation above to equate to a given power. Since the the total sample size can be made up by adding any combinations of two samples, one of the sample sizes must be selected in order to solved for the other sample size.The sample size can be calculated by solving the following equation for one of the sample sizes for a given power:

### 3.4.4 Example

**Solving for Sample Size:** A study is being performed to examine the effect of easing headaches between a new drug and the industry standard drug. The researchers have reason to believe that their new drug helps to ease headaches in 75% of people while the industry standard eases headaches in 50% of people. The researchers have recruited 100 participants to take the industry standard drug and are wondering how many participants they will need to recruit to take their new drug. They decide that they want their study to be based on a significance level of 0.05 with 80% power. The researchers want to know how large of a sample they will need to determine the proportion affected by their new drug is different than the proportion of participants affected by the industry standard.

The researches would use the following values to determine what they need:

* Proportion One: 0.5
* Sample Size One: 50
* Proportion Two: 0.75
* Significance Level = 0.05
* Power = 0.8

With the values put in by the researchers, they would find that a sample of 67 participants would be required.

**Solving for Power:** The research decided, for ease, to recruit the same number of participants to take their drug as those who take the industry standard drug. This means they collected data on 50 participants taking each drug. They found that 50% of participants had their headache ease with the industry standard drug while 75% of participants had their headache ease with their new drug. They still require a significance level of 0.05. The researches want to know how much power their study has.

The researches would use the following values to determine what they need:

* Proportion One: 0.5
* Sample Size One: 50
* Proportion Two: 0.75
* Sample Size Two: 50
* Significance Level = 0.05

With the values put in by the researches, they would find that their study has 74% power.

## 3.5 Time to Event

### 3.5.1 Parameters

* Enrollment Schedule - The time at which participants are enrolled in the study
* Distribution of Enrollment - The distribution of how participants are enrolled
* Rate - Rate of growth (decay) under the exponential enrollment assumption
* Study Duration - The duration of the study in units of time
* Enrollment Duration - The duration of enrollment in units of time
* Sample Allocation Ratio - The ratio of sample sizes for population one to population two
* Targeted Event Rate - The number of events per unit of time for the targeted population
* Targeted Censoring Rate - The rate at which events will not be observed in the targeted population
* Reference Event Rate - The number of events per unit of time for the reference population
* Reference Censoring Rate - The rate at which events will not be observed in the reference population
* Total Sample Size - The total sample size of both the targeted and reference populations added together
* Significance Level - The probability of incorrectly rejecting a true null hypothesis
* Power - The probability of correctly rejecting a false null hypothesis

### 3.5.2 Use of Parameters

Sample size and power are both parameters that can be calculated or used as input parameters for calculations. All of the other parameters can be changed and manipulated resulting in different values for sample size or power. Distribution of enrollment becomes visible if either "All at Once" or "Continuous Throughout" are selected for the enrollment schedule. Rate becomes visible if distribution of enrollment is visible and if "Exponential" has been selected. Enrollment duration disappears when "Continuous Throughout" is selected for the distribution of enrollment. The censor rates inputs should be set to 0 if the observed event rate is used for the event rate inputs. When a censor rate is greater than 0, it will change the inputted event rate to reflect what rate the events will actually be observed based on the censor rate.

### 3.5.3 Statistical Explanation

**Sample Size**:The time-to-event scenario looks to compare the event rates of two different samples in a two-sided comparison. Specifically, the hazard rates, and , are being compared by examining the risk ratio, of the two samples. Lachin (1981) derived a basic equation relating the sample size with the power when comparing the risk ratio to be:

.

where , , , the expected number of events given the event rate is , and is defined by the distribution of entry into the study. It is often the case that studies will have recruitment periods that occur during the time of the study. One basic assumption is to assume that the entrance into the study during the recruitment period will occur uniformly throughout that time. This can be reflected by letting , where is the event rate, T is the duration of the study, and R is the duration of recruitment. It may also be the case that entry into the study doesn't occur uniformly and instead occurs at an exponential rate, either convex or concave, during that time. In this case, let , where the exponential parameter. Entry will be convex, more entries earlier with less later on, if and entry will be concave, increasing entries as time goes on, if . Another common assumption made in these types of studies is that all of the possible events that could occur will be observed. That is, there is perfect information of all of the participants in the study. It is very possible that some events may not be able to be recorded or participants may leave the study before the official end of the trial among other possible reasons. These types of scenarios result in censoring of the data as the full information from that participant in the study is not known. Each group can have its own censoring rate, which represents the probability of being censored within each group. Then, the observed event rate () can be estimated by deflating the expected event rate () using the censoring rate () where: . The observed event rate can then be substituted into the sample size equation for each instance of its corresponding expected event rate.

The final sample size equation is then:

where and can be replaced with observed event rates if censoring is present and can changed depending on they type of entry into the study that is expected as outlined above.

**Power**: Calculations for the power of the study are slightly more involved than the calculations for sample size due to the way the R package being used is built. Although calculations for sample size and power can be performed in terms of both the event rates or the number of expected events, the gsDesign package can only calculate power in terms of the number of observed events. Thus, conversions from the event rates to the number of expected events are performed and then the power is calculated. The first step is to calculate the required sample size in terms of the event rates, as shown above in the sample size calculations, using any power.

Where all of the same parameter specifications that were outlined above can also be made. The expected number of events can then be calculated using this sample size estimation:

Where N is the estimated sample size from above, D represents the event, and is defined as found in the sample size calculations above. It should be noted that by using the sample size estimate, the expected number of events is dependent on the parameter and thus, the power. Dividing the expected number of events calculated above by the sample size estimate from above will result in the number of events per person, . The events per person estimate no longer uses the sample size estimate and is thus free from dependancy on the parameter. This is why any power could be used for the initial sample size estimation. In *The Asymptotic Properties of Nonparametric Tests for Comparing Survival Distributions (1981)*, Schoenfeld derived a test statistics for comparing survival distributions in terms of the expected number of events. The statistic is asymptotically normal with unit variance. He also showed that using the assumpitons of the log rank test, which is commonly used for comparing survival curves, the mean for the test statistic reduces to , where is the event rate for the group, N is the sample size, , and d is the combined probability of an event occurring. This can be further simplified by multiplying N and d to get the expected number of events, . The power can then be calculated in terms of the expected number of events following the equation outlined by Schoenfeld:

### 3.5.4 Example

**Solving for Sample Size:** A study is being performed to examine the effectiveness of a new drug for preventing breast cancer reccurrence. The goal of the study is to compare the inclusion of this new drug with general lifestyle guidlines to just following the lifestyle guidlines. The study is set to be 10 years long in order to allow for the possiblity of relapse with participants being recruited within the first 2 years of the study. It is expected that recruitment will start out relatively quickly, but then slow gradually. The researches will recruit the same number of participants for each of the two groups. Using general lifestyle guidlines, the researchers expect to see 2 reccurrences per year. However, the researches expect that using their new drug will reduce the number of reccurrences to only 1 per year. The researchers have various methods set up for following the participants over the course of the study, but they believe that both groups have 10% chance of one their reccurrence not being observed or found by the researchers. The researchers decide that they still want to have a significance level of 0.05 and a 80% power. The researchers want to know how many participants will need to be recruited with a one-to-one allocation ration between the two groups.

The researches would use the following values to determine what they need:

* Enrollment Schedule: Over a Period
* Distribution of Enrollment: Exponential
* Rate: 0.5
* Study Duration: 10 (years)
* Enrollment: 2 (years)
* Sample Allocation Ratio: 1
* Targeted Event Rate: 1 (recurrence per year)
* Targeted Censoring Rate: 0.1
* Reference Event Rate: 2 (recurrences per year)
* Reference Censoring Rate: 0.1
* Significance Level: 0.05
* Power: 0.8

With the values put in by the researches, they would find that they need to recruit a total of 58 participants, 29 in each arm.

**Solving for Power**: A study was performed where the researchers were examining the effect of a new drugâs ability to help prevent cancer recurrence. The two arms of the study were general lifestyle guidelines with and without the new drug with 200 and 100 participants in each arm respectively. The study lasted 10 years with recruitment having been completed by the beginning of the study. The researchers found that group without the drug experienced recurrences at a rate of 3 per year, while the group taking the new drug experienced recurrences at a rate of 2 per year. It was estimated that both of the populations had a censor rate of 15%. They want to maintain a 0.05 significance level. The researchers want to know how much power their study had.

The researches would use the following values to determine what they need:

* Enrollment Schedule: All at Once
* Study Duration: 10 (years)
* Sample Allocation Ratio: 0.5
* Reference Event Rate: 3 (recurrences per year)
* Targeted Event Rate: 2 (recurrences per year)
* Reference Censor Rate: 0.15
* Targeted Censor Rate: 0.15
* Significance Level: 0.05
* Total Sample Size: 300

With the values put in by the researches, they would find that their study has 94% power.

# 4. Further Improvements

Like most things, this dashboard is not perfect and is not in its final state. Throughout working on this dashboard, there were many areas that were noted for possible upgrades or improvements. Below are just some of the possible areas for further improvement.

## 4.1 User Interface

### 4.1.1 Layout

The most important aspect of the user interface is its layout. The goal of this dashboard was to have the output visible while changing any of the inputs. This allows the user to to see the direct effect the input has on the output. That being said, it is also important for the inputs and outputs to be grouped in such a way that is intuitive. For the most part, the current layout does the best it can to maximize both of these aspects within the limitations of the environment. Further development can be performed to optimize the layout.

### 4.1.2 Solve For Selector

The original goal during the development of the dashboard was to have all of the inputs and outputs visible at the same time and to be interconnected. For example, the user would be able to change the power to have the sample size update, then change the sample size to have the power update, all withouth having to select a specifc variable to solve for. However, limitations of reactive values in Shiny meant that a fully interconnected tab resulted in infinite loops of inputs updating. Further research into reactive values might result in achieving a fully interconnected tab.

### 4.1.3 Slider Units

One of the nice features about Shiny Dashboards are the sliders. Dynamic bounds and intervals appropriate for the value being presented can be added to maximize the viusal benefits of a slider. There are currently semi-dynamic bounds on most of the sliders, however, more appropriate bounds can be added, especially for numbers near zero.

### 4.1.4 Informative Dialog

One of the next steps for this dashboard is shaping it into a more educational tool. While many users of this application will have an in depth knowledge of the statistical concepts used, many other users will have little to know understanding of the concepts. That being said, It is important that everyone using the dashboard understands how to use it and what the output means. Further improvements in this area will include an introductory tab that explains how to use the dashboard similar to section 2, a box at the top of each tab explaining each of the scenarios, and a box at the bottom of each tab summarizing and explaining the output.

## 4.2 Server

### 4.2.1 Functions

Most of the code on the server side of the dashboard is unique to each tab, and thus, can not be simplified by using a function across all of the tabs. It is possible that the portion in the server that updates all of the inputs can be simplified to a be a function that, instead of updating only the inputs for that tab and what is being solved for, updates all of the inputs across the entire dashboard. This would save numerous lines of repeating code.

### 4.2.2 Consolidation

As mentioned above, most of the server code is unique throughout and does not allow for much improvement. The updating of inputs has been identified as a possilbe area that can be improved. Besides upgrading it to a function, the number of times each tab uses the updating code could be consolidated from two times to just once. Another code section that can be consolidated is in the solving of each calculation. Currently, the code defines all of the input variables into temporary variables first, then uses the temporary variables in the function call to calculate the output. The input variables can be used directly in the function call to consolidate a considerable amount of code.

## 4.3 Alternative Hypothesis

For simplicity, each tab currently has a static alternative hypothesis (two-sided for one mean, one proportion, two means, and two proportions and one-sided for time-to-event). The functions used by the dashboard, however, have the capability to perform both one-sided and two-sided calculations for each scenario. Adding this functionality would allow for non-inferiority, superiority, and equivalence scenarios.

## 4.4 Time to Event

As time to event scenarios are generally more complex than the rest of the scenarios, it follows that there are more parameters that can be used for more unique situations. One parameter that can change is whether the risk difference or the risk ratio should be used as the comparison. The power and sample size equations change slightly depending which comparison is being used. Although both of the comparisons are examining the same parameters, they are interpreted slightly differently and having the ability to choose instead of just calculating the risk ratio is definitely an upgrade.

## 4.5 New Tabs

Although this dashboard covers most of the common scenarios that will be seen in practice, there are still numerous other scenarios that can be incorperated into the dashboard. Two of the possible additions could be paired version of the two-means and two-proportions tabs where each sample is compared with itself. Two other possible additions are versions of mean and proportion comparisons where more than two, k, means or proportions are being compared. These additional four scenarios would help to cover as many of the possible scenarios that would be seen in practice.
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